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SummaryIn this paper we describe the development of an interactive simulation and analysistool for injective pollution control systems for commercial boilers and incinerators.This tool uses three-dimensional, immersive visualization techniques in the CAVEto allow several scientists to collaborate to quickly and e�ectively place multiple in-jectors and evaluate the resulting spray coverage. The required particle dynamicscalculations and several techniques for the interactive visualization of computational
uid dynamics data and spray simulation are discussed. For optimizing system perfor-mance, the particle dynamics calculations are separate from the visualization process,and data is transferred to one or more CAVEs by using the CAVEcomm message-passing library. We discuss the demonstration of this tool as part of the I-WAY GIITestbed and present performance results for di�erent architectures and network con-�gurations using both ethernet and ATM connectivity. Our experiments show thatethernet bandwidth is insu�cient for remote, interactive collaboration.
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1 IntroductionApplications from commercial engineering problems often are complex and involveextensive collaboration among a diverse group of people to ensure their e�ective solu-tion. An essential component of such collaboration is the ability of everyone involved,from computational scientists to �eld engineers, to be able to interpret, interact with,and optimize the computational model. Immersive virtual environments such as theCave Automated Virtual Environment (CAVE) (Cruz-Neira et al., 1993) represent apromising new technology that facilitates these collaborations and as such they arebeginning to play an important role in the computational modeling of commercialengineering problems. An additional critical technology is the network infrastructurenecessary to support the high-bandwidth communication between remote collabora-tors; a prototype of such a network was demonstrated as part of the Information WideArea Year (I-WAY) (Korab and Brown, 1995) at the Supercomputing '95 (SC'95)conference.In this paper, we describe the development of a real-time, interactive simulationand analysis environment used in the design of pollution control systems for commer-cial boilers and incinerators. The pollution control systems modeled in this projectuse an injection-based system developed by engineers at Nalco Fuel Tech (NFT).This system uses noncatalytic reagents that react with Nitrogen Oxides (NOx) ina certain temperature range to form nitrogen, water, and carbon dioxide. Optimalperformance of the system is obtained by careful placement of the injectors in theboiler with respect to the 
ue gas temperatures and velocity �elds. Thus, a toolthat provides engineers the capability to interactively place the injectors and obtaina quick evaluation of spray coverage is critical to the e�cient design of this system.To enable this capability, we have implemented mechanisms for the visualizationof three-dimensional 
ue gas 
ow and temperature distributions and the interactiveplacement of injector nozzles in a virtual boiler.The injector sprays are simulated by a statistical model of evaporating particlesdynamics. Depending on the required accuracy, this model can be computationallyexpensive. Its timely solution depends on e�cient implementation of the particlemodel and the e�ective use of high-performance computing resources. Our approachincludes portable software that can be run on a variety of computer architecturesranging from the IBM SP to networks of workstations. The calculation is separatefrom the visualization process. The communication layer used to transfer informationbetween the two software components is the CAVEcomm message-passing librarydeveloped at Argonne National Laboratory (Disz et al., 1995).For a speci�c commercial boiler installation, this design paradigm can be usedto obtain an initial injector con�guration. However, engineers sent to the boilersite to install the injection system often encounter unforeseen obstacles that preventplacement of the injectors in the locations designated by the initial design. In thiscase, it would be highly bene�cial for the on-site engineers to collaborate quickly withthe o�-site applications experts to redesign the system. For this collaboration to bee�ective, both groups need to interact simultaneously with the computational modelas though they were in the same location. The technological challenges posed by this4



remote collaboration include the incorporation of new information into the model,the real-time communication of scienti�c data for visualization, and the managementof the collaborative interaction of the on-site engineers with the applications experts.The I-WAY and Global Information Infrastructure (GII) testbed demonstratedat SC'95 provided an excellent opportunity to explore the potential of a tool thatwould facilitate remote engineering capabilities. At this conference, we performed anexperiment in which two scientists, located 3000 miles apart, cooperate to design thepollution control system in a common virtual tire incinerator. In addition, we ana-lyzed the performance of this system in more detail by examining the computationaland data transmission costs for two di�erent computer architectures connected byethernet and Asynchronous Transfer Mode (ATM) networks.We have organized the remainder of this paper as follows. In Section 2 we presentthe computational model used to simulate the particle trajectories and nozzle sprays.The approach we have used to visualize and interact with the computational modelin the CAVE environment is discussed in Section 3. Also included in this sectionis a discussion of the use of the CAVEcomm library as the communication layerbetween the numerical model and one or more CAVEs. An analysis of computationalperformance is given in Section 4, and these results are used to determine the networkbandwidth needed to e�ectively support data transmission. Finally, in Section 5 wesummarize the current state of this project and discuss future research directions.2 Modeling the Emissions Reduction ProcessThe nitrogen oxide emissions reduction system modeled in this project works byinjecting a chemical reagent in an aqueous solution into the combustion chamber ofan operating boiler. The chemical reagent is e�ective only if it is injected within thebounds of a limited temperature window. If the temperature is too low, the reactionsdo not occur and the nitrogen oxides are not reduced; if the temperature is too high,ammonia byproducts are formed. Thus, a full understanding of the velocity �elds andtemperature distributions within the boiler is critical to the design of these systems.To obtain insight into the physical processes in the boiler, a large computational
uid dynamics (CFD) problem derived from the boiler geometry, operating parame-ters, and speci�ed boundary conditions is solved. Currently, the commercial CFDcode PHOENICS (PHOENICS Reference Manual, 1991) is used to compute thesteady-state combustion solutions. The 
uid 
ow solutions and temperature dis-tributions obtained from the solution of the CFD models are used as the input formodeling the chemical reactions involving the injector systems (Patankar, 1980).The results of the chemical kinetics model for each injector con�guration give thepredicted e�ectiveness of the pollution control system. Finding the optimal con�gu-ration of the injection system is an iterative process in which the only parameters thatcan be adjusted are nozzle location and speci�c spray con�guration. This iterativedesign phase consumes the largest portion of the solution time. Therefore, the pri-mary e�ort in this project has been to develop the particle models representing thesesprays and to implement the virtual environment necessary to interactively place andvisualize the injectors. In the remainder of this section we discuss the numerical5



modeling of the particle systems.2.1 Computing Particle DynamicsThe dynamics of a particle in 
uid 
ow depends on a number of physical propertiesof the 
ow, including the 
uid velocity vector �eld, 
uid temperature, and density.In addition, the dynamics also depend on the particle's size, density, temperature,position, and velocity. Given these parameters, a numerical model can be used topredict the particle's trajectory and this is the basis of the spray injector simulation.To illustrate the computations required for the particle dynamics, we introduce themodels used in the simulation.The simplest case, massless particle paths (or streamlines), are calculated by sim-ply following the computed 
uid (in this case the 
ue gas) velocity �eld. The di�er-ential equation for a massless particle in a 
ow is given byd~xdt = ~Vp with (1)~Vp = ~Vg; (2)~x(0) = (x0; y0; z0) 2 D; (3)where ~x and ~Vp are the particle position and velocity vectors, respectively, and ~Vg is the
uid velocity vector given by the CFD solution data at the point ~x. The integrationof this system generates the streamline issuing from any initial point (x0; y0z0) in thecomputational domain D.To model the injector sprays accurately we must also account for particle massand particle evaporation in our model. The massed particle model uses Equation (1)and includes dependencies in the formula for ~Vp for the forces on the particle resultingfrom 
uid resistance and gravity. The system of equations governing particles withmass is given by Equation (1) andd~Vpdt = 18�g(~Vg � ~Vp)�pD2 + �p � �g�p ~g: (4)Here, �g is the viscosity of the 
uid, � is the density, D is the particle diameter, and~g is the gravitational acceleration vector. The �rst term on the righthand side ofEquation (4) is the 
uid resistance imposed on the particle. A more general form ofthe 
uid resistance includes a coe�cient of drag, CD, and a Reynolds number, NRe.The term CDNRe is absent from Equation (4) because we assume that the particlehas a low Reynolds number and, hence is equal to twenty-four. The second term onthe righthand side of Equation (4) is the acceleration due to gravity. Note that byusing the di�erence between the densities of the particle and 
uid, buoyancy forcesare included in this term as well.To include the e�ect of evaporation in the model, we again use Equations (1) and(4). To e�ciently account for the processes of heat and mass transfer, we make somesimplifying assumptions. We assume that the evaporation is heat transfer limited andthat the droplet heating time is short compared with the droplet evaporation time.6



Thus, the temperature of the particle rises to near its boiling point and then beginsto evaporate. This process described by the equationdTpdt = NNu�kD(Tg � Tp)(mpcpp) ; (5)where NNu is the Nusselt number, k is the thermal conductivity of the 
uid, Tp andTg are respectively the temperature of the particle and the gas, and cpp is the speci�cheat of the particle. Once a particle reaches its boiling temperature, all further heatgains from the 
uid cause mass loss from evaporation without further changes intemperature. The evaporation is described by the equationdmpdt = (Nu�kD(Tg � Tp))Hv ; (6)where Hv is the heat of vaporization of the particle.2.2 Modeling Injector SpraysWe model injector sprays by computing the trajectories of a large number of evaporat-ing particles emanating from a nozzle using Equations (5) and (6). The initial speedof every injected particle is assumed to be thirty meters per second. The orientationof the initial velocity vector is randomly distributed with respect to the orientationof the injector. In this case, sample distributions are chosen by using a Gaussiandistribution so that 95 percent of initial directions are contained in a thirty-degreecone centered on the injector nozzle.The diameter of each particle is randomly sampled from a lognormal distribution.The distribution is de�ned such that sampled particle diameters have a 95 percentchance of being less than one and a half times the distribution mean, �. The distri-bution mean � is a function of the angle from the cone center; � decreases linearlyfrom 500 microns for an angle value of zero to 100 microns at the edge of the cone.Distributions for angle values greater than 30 degrees have a consistent mean of 100microns.2.3 Numerical ImplementationGiven any of the systems of ordinary di�erential equations described in Subsection2.1, one can obtain a particle's trajectory in the 
ow �eld by the numerical integrationof that system. Depending on the accuracy required, a forward Euler scheme or fourthorder Runge-Kutte scheme is used to accomplish this task. A subtle aspect of thenumerical integration of these trajectories is the data interrogation required from adiscrete representation of the 
ow. The boiler is a complicated geometric object, andmany di�erent discretization schemes can be used in the numerical model. These canrange from structured brick �nite volume discretizations to unstructured tetrahedral�nite elementmeshes. Thus, as the integration routine tracks trajectories through thecomputational domain, it must e�ciently access 
ow data at any point in the domain7



regardless of the discrete representation of the data. Therefore, the integration routinehas been designed to be independent of the particular volume discretization used.Another aspect to consider is the fact that the 
ow �eld data can be requiredat any point in the domain, not just the discrete points of data given by the CFDmodel. To address this issue, we have developed an interpolation algorithm thatcalculates a quantity at a general point in the domain by using a weighted sum (basedon a �nite element representation) of 
ow data from nearby discrete points. Theinterpolation procedure enables the interpolated velocity �elds to vary continuouslybetween volume cells. This property ensures that the trajectories are a smooth,accurate representation of the discrete data produced by the CFD model.An important, practical aspect of the implementation of the particle integrationprogram has been the use of portable make�les. This portability allows for the build-ing of the particle code on a wide variety of computer architectures. For example, wehave installed and run this code on the IBM SP system, SGIs, and Sun workstations.3 The Interactive Virtual EnvironmentTo visualize and interact with the results of the CFD and particle dynamics computa-tions, we have developed a graphics package composed of three primary components.The �rst component enables the quick and e�cient construction of virtual boilers.The boiler geometry serves as a frame of reference for the second component of thepackage, the data visualization software. This component is used to obtain an un-derstanding of the 
ue gas velocity �eld and temperature distributions in the boiler.Once these are understood, the �nal software component is used to interactively con-�gure the system of injectors and calculate a representative spray from each nozzle.The second and third components of this system require real-time streamline andparticle trajectory calculations from the software described in the preceding section.The communication layer between the visualization environment and the numericalsimulation is provided by the CAVEcomm message-passing library.The visualization environment is based on the CAVE technology developed at theElectronics Visualization Laboratory (EVL) at the University of Illinois at Chicago.Users are immersed in the virtual environment by stepping into a ten foot cubethat has stereo images projected onto two walls and the 
oor. Several users may beimmersed simultaneously in the same virtual environment and interact with the samecomputational model. One user is tracked by an electromagnetic tracking system,and the image orientation is calculated with respect to the head position of thatuser. Objects in the CAVE are manipulated by the user, who uses a wand, a three-dimensional analogue of the mouse on current computer workstations.3.1 Boiler GeometryUsing the CAVE environment, we have developed an engineering tool that scientistsat Nalco Fuel Tech can use routinely in the design of their emissions control systems.The optimal con�guration of the injective system is unique, depending on boilergeometry and load speci�cation, and must be redesigned for each new unit studied.8



Thus, it is critical that the software developed for studying the combustion data incommercial boilers be both 
exible and easy to use.The �rst step in achieving this goal is the development of a software environmentthat allows the rapid construction of several types of virtual boilers. We have de�nedfeatures commonly found in boiler construction, such as waterwalls, superheaters, andash hoppers, as fundamental objects in the software. For a full graphical representa-tion, several attributes are associated with each fundamental object. For example, anexterior wall is fully de�ned by the n vertices in space de�ning its polygonal shape,a texture image, its position, and orientation and by a Boolean boundary attribute.By using this approach, a new virtual boiler unit can easily be constructed in lessthan a day.Figure 1 shows the exterior of a virtual tire incinerator. In the real boiler, par-ticulate matter is introduced into the combustion chamber through the large chuteshown in the �gure. Large gray header pipes on the exterior are used as storageand separation units for the water and steam that are circulated through the interiorwaterwalls.

Figure 1: The exterior of a virtual boilerIt is critical that the user have access to every compartment of the boiler tostudy all aspects of the velocity 
ow �eld and temperature distribution. Navigationthrough the boiler compartments is achieved by using the wand to control two di�erentmodes of movement: a 
ight simulator mode, which allows the user an arbitraryorientation, or jet pack mode, which maintains a vertical orientation of the user's head.The display frame rate associated with navigation through the boiler is increased9



by using several optimization techniques including clipping planes, interior/exteriorspatial de�nitions, customized graphics objects, and display lists. In addition, theframe rate can be further increased by toggling an option that removes all texturemaps and unnecessary features, leaving only a polygonal wireframe representation ofthe boiler walls. This wireframe representation is also useful for obtaining a globalunderstanding of the computed data because it allows the user to view all chambersin the boiler simultaneously.3.2 Data VisualizationWe use the virtual boiler geometry as a frame of reference for the display of numericaldata available from the PHOENICS CFD model. We have provided several options fordata visualization that can be used to obtain insight into the numerical combustionvelocity and temperature results. The entire 
ow �eld can be displayed by usingan array of vectors represented by tetrahedral darts as illustrated in Figure 2. Thedirection of each dart coincides with the direction of the 
ow, the length indicatesmagnitude or speed of the 
ow, and the color corresponds to the temperature or anyother scalar quantity such as chemical species concentration.

Figure 2: The 
ow �eld displayed as an array of static tetrahedral dartsTo facilitate the study of interesting areas of the computational domain, we havedeveloped an interactive system that allows the user to initiate a streamline fromany position within the virtual boiler. The starting point of the streamline is givenby the location of the wand at the time of initiation. This spatial coordinate is10



communicated to the remote particle tracking process. Once calculated, the entirepath of the particle through the boiler is returned to the visualization process foreither continuous or animated display.The animated streamlines can be used as the basis of a dramatic demonstrationof the large-scale structure of the 
ow �elds in the boiler. Rather than choosing asingle starting point, we choose a planar, two-dimensional array of initial points froma boiler cross-section. The particle streamlines are computed from this initial arrayof points, and the resulting animations are displayed simultaneously. One exampleof the e�ectiveness of this approach is that it clearly identi�es recirculation zones inthe primary combustion chamber, a large-scale feature of interest to NFT engineers.3.3 Interactive Injector PlacementOnce an understanding of the velocity 
ow �eld and temperature distribution withinthe boiler is obtained from the CFD model, engineers design the system of injectorsto reduce harmful emissions from the boiler. The initial injector placement withinthe boiler is obtained primarily by using the knowledge of temperature distributionand 
ow �eld data from the computational model and the prior experience of anengineer who has worked with similar boilers. The emissions reduction for this initialsystem is calculated, and the injector con�guration is iteratively re�ned until thetarget emissions reduction is obtained.Up to twenty-�ve injectors can be placed on exterior boiler walls. Once an initialcon�guration is selected, the position and orientation of each injector are communi-cated to the remote particle tracking process. Using the statistical model described inSection 2, we calculate the trajectories of one hundred evaporating particles for eachinjector and communicate the results back to the visualization process. The resultsare displayed as either continuous or animated trajectory paths, which can be coloredby source or by a user-de�ned scalar quantity. In Figure 3 we show the two injec-tors with both continuous and animated trajectories colored by temperature. Theuser optimizes the injection system within the virtual environment by interactivelyde�ning and changing the injector con�guration. Spatial relocation of the injector isobtained by using the wand to select the injector and drag it to the new location. Inaddition, the speci�c spray con�guration for each injector can be modi�ed to studythe e�ects of changes in the initial particle size, speed, and distribution.3.4 The Communication LayerThe optimal performance of the interactive system described in this paper is ob-tained when the numerical calculations are separated from the visualization software.Hence, these components must be able to communicate with each other in an ef-fective, low-cost manner. In addition, this communication layer must be portableso that the numerical calculations can be performed on a variety of architecturesranging from SGI workstations to the IBM SP. The CAVEcomm library developedat Argonne National Laboratory provides the performance aspects needed from thesoftware perspective, and we use this as our message-passing interface.11



Figure 3: Two injectors placed on an exterior wall showing an evaporating particle
ow.The CAVEcommcommunication library uses a client-server model in which a bro-ker is used to mediate the communication between the particle tracking code and oneor more CAVE environments. Each active component of the system registers with thebroker and subsequently subscribes to the data streams it would like to monitor. Forexample, Figure 4 shows the interactions required between the CAVEcomm broker,the particle dynamics process, and a single CAVE. The steps are time ordered fromtop to bottom, as shown by the arrow on the rightmost side of the �gure. The initialconnection to the broker is the registration request made by the particle dynamiccode. The CAVE process then is started, registers with the broker, and subscribes todata from the 
ow model. The broker noti�es the particle model that a subscriptionrequest has been made, the visualization environment is added to the list of sub-scribers, and the main CAVE process is noti�ed of a successful subscription. Afterthis phase, the two applications interact directly without mediation from the broker;the visualization process requests general information directly from the 
ow modeland the velocity �eld data from the converged combustion model.To revise the computational model during the installation phase, the on-site en-gineer and the o�-site applications expert ideally should be able to collaborate andinteract with the computational model as if they were in the same location. The in-corporation of a second visualization device that share the same virtual environmentis straightforward using the CAVEcomm libraries. The initial mediation between thebroker, the second CAVE, and the particle dynamics process is identical to that used12
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visualization environment by sending a message to the particle dynamics process witha unique CAVE id. This transfer allows the collaboration to proceed seamlessly; inputfrom both users can be used to place the injectors in optimal positions, rather thanrequiring one user to remotely direct another in the proper placement of injectors.4 Performance ResultsThe interactive analysis tool described in the preceding section was demonstratedat Supercomputing '95 (SC'95) (Diachin et al., 1995) on an experimental, high-performance computing and network platform called the Information Wide Area Year(I-WAY) (Korab and Brown, 1995). The I-WAY was built by linking supercomput-ing resources and advanced visualization devices around the country with a high-bandwidth Asynchronous Transfer Mode (ATM) network. This platform representedan ideal testbed for examining the performance of the interactive and collaborativecomponents of the virtual boiler over long distances. In particular, for this exper-iment we connected a CAVE environment located on the SC'95 show 
oor in SanDiego to a remote CAVE environment located at the Advanced Research ProjectsAgency in Washington, D.C. The computation for the particle dynamics model wereperformed on an IBM SP located at Argonne National Laboratory in Chicago. Dur-ing the demonstration, we found that performing the calculations and communicat-ing the results several thousand miles via high-bandwidth ATM resulted in responsetimes comparable to those obtained by using local ethernet. In this section, we de-scribe experiments on similar ethernet and ATM networks that demonstrate that thebandwidth obtained by using ethernet over long distances is inadequate for real-timeinteractivity and collaboration.The user in the interactive environment experiences a delay between the timethe user requests information and the time that information is displayed in the vi-sualization environment. This delay has three primary sources: the computation ofthe particle trajectories, the data transfer between the computational and graphicssoftware components, and the postprocessing computations required for visualizationof the results. To analyze these components, we perform two sets of experimentsusing the computational environment at Argonne National Laboratory as describedin detail by Taylor et al. (1995). The �rst experiment examines the computationalcosts of the particle dynamics calculations for two di�erent architectures, a 125 MHzIBM SP processor and a 200 MHz SGI R4400 processor. In this experiment, we alsorecord the postprocessing time required for the visualization of these particle dynam-ics calculations in the CAVE. The second experiment analyzes the performance ofthe CAVEcomm message-passing library on three network con�gurations using bothethernet and ATM OC-3c connectivity.The principal interactions that require remote computation are the request ofindividual streamlines, the request of arrays of streamlines, and the calculation andvisualization of the injector sprays. Each streamline represents the trajectory of amassless particle traveling through the 
ue gas, the dynamics of which are describedin Section 2.1. The discrete representation of a streamline consists of a maximum of4000 points, computed by numerical integration of Equations (1), (2), and (3). The14



data that must be communicated for each point consists of four 32-bit 
oating-pointnumbers giving the three spatial coordinates and an associated scalar �eld value. Tovisualize the streamlines in the CAVE, a postprocessing calculation assigns a color toeach discrete point based on a mapping of the scalar data. In addition, the streamlinevelocity and tetrahedral dart representations of the velocity vectors are computedfor an animated display. Each injector spray consists of 500 particle trajectoriescalculated by integrating Equations (5) and (6). The required communication inthis case is �ve 32-bit 
oats per data point: the spatial coordinates, the mass of theparticle, and an associated scalar �eld value. The post-processing for visualization issimilar to that performed for streamline visualization. We note that our test injectorhad approximately 50 data points per trajectory.Requested 1 Streamline 300 Streamlines 1 InjectorData 4400 
oats 1:32 � 106 
oats 1:37� 105 
oatsArchitecture SP Onyx SP Onyx SP OnyxCompute .119 .0737 35.8 22.1 7.78 5.49Postprocess X .0241 X 7.22 X .215Table 1: Elapsed time in seconds for computational components of the interactivetoolIn Table 1, we record the time necessary to calculate the streamlines and tra-jectories and the postprocessing time to prepare the data for rendering for each ofthese three interactions. Both the simulation code and the graphics code use the MPIclock MPI Wtime() (Gropp et al., 1994) to record elapsed wall clock time in secondsfor these two components. As expected, the calculations for the array of three hun-dred streamlines are the most computationally expensive, requiring 22 seconds onthe Onyx and 35 seconds on the SP. Postprocessing for visualization requires only afraction of the computation time in all three cases.To estimate the communication overhead for data transfer, we use a \ping" testusing the CAVEcommmessage-passing library functions within our application. Theping test consists of one hundred roundtrip messages, ranging in length from 500 to50,000 
oating-point numbers, which are sent between the visualization process andthe particle dynamics process. For each message length, the ping test records thetime required by the the CAVEcomm software to initialize, pack, send, and unpackthe message data bu�ers. In Figure 6, we show the breakdown of the total cost ofsending a message into these four components on a local ethernet network. Each lineshown in the graph is an average of ten runs of the ping test. The top line in thegraph gives the total time required for a roundtrip message between a 100 MHz SGIworkstation and a 200 MHz SGI Onyx.The primary cost associated with data transfer using TCP/IP over ethernetis sending the message using the c2cSendStream CAVEcomm function call. TheCAVEcommlibrary uses an asynchronous message-passing paradigm so that c2cSendStreamreturns once the data bu�er is contained entirely in the TCP socket write bu�er.15
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This direct interaction, coupled with the animated visualization features discussedin Section 3, allows the engineers to quickly interpret the numerical data from theCFD model and e�ciently optimize the injector locations. In addition, the high-speed networking capabilities provided by the I-WAY allow the possibility of remotecollaborations in which high volumes of computational data are sent over an ATMnetwork.Several enhancements are being incorporated into the current software environ-ment to improve its usefulness and increase the accuracy of the computational model.To facilitate the initial construction of virtual boiler geometries, we are de�ning a setof templates for common boiler types. Thus, rather than starting from a set of disjointfeatures, an engineer would begin with a boiler template and modify it as required tomeet blueprint speci�cations.To increase the capabilities of injector interactions, we are designing new toolsthat allow for the control of operating parameters such as droplet size and spraycon�guration. In addition, the particle tracking model used to model the spraysfrom the injectors can be improved in several ways. For instance, we can increasethe resolution and hence the numerical accuracy around the nozzle by incorporatingunstructured mesh techniques such as those developed in the SUMAA3d (Jones andPlassmann, 1994) project. We can also improve the statistical accuracy of the modelby using parallel processing to increase the number of droplet trajectories sampledand by incorporating a more realistic droplet evaporation model.AcknowledgmentsThis work was supported by the Mathematical, Information, and Computational Sci-ences Division subprogram of the O�ce of Computational and Technology Research,U.S. Department of Energy, under Contract W-31-109-Eng-38.
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